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Abstract we provide the first ever characterization of the primary modes of ionospheric Hall and
Pedersen conductance variability as empirical orthogonal functions (EOFs). These are derived from six
satellite years of Defense Meteorological Satellite Program (DMSP) particle data acquired during the

rise of solar cycles 22 and 24. The 60 million DMSP spectra were each processed through the Global
Airlglow Model. Ours is the first large-scale analysis of ionospheric conductances completely free of
assumption of the incident electron energy spectra. We show that the mean patterns and first four

EOFs capture ~50.1 and 52.9% of the total Pedersen and Hall conductance variabilities, respectively. The
mean patterns and first EOFs are consistent with typical diffuse auroral oval structures and quiet time
strengthening/weakening of the mean pattern. The second and third EOFs show major disturbance features
of magnetosphere-ionosphere (Ml) interactions: geomagnetically induced auroral zone expansion in

EOF2 and the auroral substorm current wedge in EOF3. The fourth EOFs suggest diminished conductance
associated with ionospheric substorm recovery mode. We identify the most important modes of ionospheric
conductance variability. Our results will allow improved modeling of the background error covariance
needed for ionospheric assimilative procedures and improved understanding of Ml coupling processes.

1. Introduction

Understanding the extent and nature of variance in the space environment is extremely important to our
ability to predict this complex system. Therefore, a major space physics and space weather challenge is the
development of succinct relationships between geospace variability and the solar and geomagnetic drivers.
Here we characterize dominant modes of auroral variability and their relationship to drivers by comprehen-
sively data mining 60 million 1 s satellite particle spectra data. Specifically, the primary modes of ionospheric
Hall and Pedersen conductance variability are characterized as empirical orthogonal functions (EOFs). Ours
is the first large-scale analysis of directly calculated ionospheric Hall and Pedersen conductances completely
free of assumption of the incident electron energy spectra. Further, this is a first time that a comprehensive
principal component analysis has been applied to satellite particle precipitation data, yielding a number of
new physical insights into the auroral processes summarized in the paper. Given the extent to which EOFs
have advanced our knowledge of the atmospheric and space sciences [Hannachi et al., 2007, and references
therein], the EOFs presented here are an important advancement for our understanding of auroral processes
and magnetosphere-ionosphere coupling.

The ionospheric electrical conductivity tensor (&) relates electric fields (E), largely imposed from outside
of the ionosphere, to the current density (J). In turn, these currents carry energy and their closure in the
ionosphere results in significant amounts of momentum and electrodynamic energy transfer throughout
the magnetosphere-ionosphere-thermosphere (MIT) system. Coupling in the MIT system and the resulting
distributions of ionospheric electrodynamics and MI system configurations are thus extremely sensitive
to the ionospheric conductivity [Kamide and Richmond, 1982; Kamide et al., 1986, 1989; Ridley et al., 2004,
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Ridley et al., 2004; Zhang et al., 2004; Kihn and Ridley, 2005; Wiltberger et al., 2009; Lotko et al., 2014]. Conductiv-
ity is often integrated over altitude, allowing a volume current to be represented as a horizontal ionospheric
current at an ionospheric reference altitude, typically 110 km [Chapman and Bartels, 1940; Nagata and
Fukushima, 1971; Kamide et al., 1981]. Altitude-integrated conductivity is called conductance (X). Conductivity
and conductance are two of the most important, yet uncertain, parameters in MIT specification.

Conductance depends directly on the level of solar photoionization and auroral particle impact ionization.
Robinson and Vondrak [1984] connected solar ionization to conductance via parameters such as the solar
zenith angle, season, and level of solar flux (F;,;). Relationships between auroral particle precipitation
and conductance are more complex and require determination of an appropriate functional form for
the high-latitude particle precipitation, which is often assumed to be Maxwellian [Robinson et al., 1987;
Fuller-Rowell and Evans, 1987]. Here we report application of the GLobal airglOW (GLOW) model [Solomon
et al., 1988] to 60 million (6 x 107) energy flux spectra to calculate conductivity and conductance. These
calculations, based on directly measured energetic particle spectra from the Defense Meteorological Satellite
Program (DMSP) satellites, allow us to bypass the Maxwellian assumption. This important improvement to
conductivity modeling [Christon et al., 1991; Aksnes et al., 2002; Hardy et al., 2008; Mcintosh and Anderson, 2014]
permits a robust calculation of the ionospheric Pedersen and Hall conductances.

The objective of this paper is to characterize primary modes of conductance variability as described by
empirical orthogonal functions (EOFs) and to interpret them geophysically. EOF analysis is a member of the
family of principal component analysis (PCA) or the Natural Orthogonal Component algorithms, originally
described by Pearson [1901]. The objective is to reduce the dimensionality of a data set consisting of multiple
intercorrelated variables, while preserving the maximum variation [Joliffe, 2002; Wilks, 2011; Aetal., 2012]. The
result of PCA is a set of base functions, or EOFs, where each succeeding function is orthogonal to all previously
estimated functions and describes as much variance present in the data as possible.

EOFs of the Hall and Pedersen conductances, herein represented using the polar cap spherical harmonics
basis, are obtained by a sequential nonlinear regression analysis of observations along DMSP satellite trajec-
tories and ordered by their variance. These EOFs and their amplitudes can be used to describe the spatial and
temporal coherence of the Pedersen and Hall conductances in a manner similar to that reported by Matsuo
et al. [2002, 2005] and Cousins et al. [2013a, 2013b] for electric field variability and Cousins et al. [2015a,
2015b] for field-aligned current variability. Our results allow for improved modeling of the background error
covariance needed for ionospheric assimilative procedures [Richmond and Kamide, 1988; Matsuo et al., 2005].
Here we present the dominant modes of variability of the ionospheric conductance derived from 60 million
DMSP particle observations in 1987 and 2010.

This paper is laid out as follows: section 2 details the data and methodology we use to create the EOFs.
In section 3 we provide the results, which are then discussed and expanded upon in section 4. Finally, we
conclude with the primary findings and significance of the work in section 5.

2. Methodology and Data

2.1. Introduction to Methodology

Here we describe the version of empirical orthogonal function (EOF) analysis that applies to sparse and
irregularly spaced data.

The EOF method in this work is different from the classical PCA technique, which carries out an eigenvalue
decomposition on the variance-covariance matrix for a particular set of observations. Rather, in light of the
sparsity and irregularity of the data (see section 2.2), we take the approach laid out in James et al. [2000]
and Matsuo et al. [2002] in which a “reduced rank, mixed effects model” is used. This method attempts to
directly estimate the EOFs rather than estimating them from the full covariance matrix and subsequent
eigenvalue decomposition. In order to perform a direct estimation, the observations are represented by an
additive model, consisting of the overall mean (X in this study) and a truncated set of EOFs (i.e., Y, EOFW),
Each term in the model is estimated sequentially after the contribution from each previously estimated term
is removed. We provide the mathematical formalism for this next.

We define the conductance variability as a residual field which encompasses all perturbations from the mean
conductance:

¥=x-%. (M
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We decompose the conductance variability at a given time t into dominant modes represented by EOFs (i.e.,
principal components):

) =a V@) - EOFV®) + ... aV(@) - EOF V() + €'(r, 1), )

where r denotes spatial position (magnetic latitude (MLAT) and magnetic local time (MLT)), a(t) are
time-dependent coefficients of the vth EOF, and €/(r, t) is the residual after removing the mean and sum of
weighted EOFs from X. Essentially, EOFs represent 2-D time-invariant spatial modes of conductance variability
and a)(t) represent temporal modes that scale the spatial modes in time.

2.2, Data Set

We perform EOF analysis on conductances obtained from the GLOW model driven with DMSP spacecraft
electron precipitation measurements. The DMSP spacecraft fly in polar orbits at ~850 km altitude with orbital
periods between 90 and 105 min [Rich et al., 1985]. We use the in situ electron precipitation observations from
the Special Sensor J versions 4 (55J/4) and 5 (S5J/5) instruments [Hardy et al., 1984; Kadinsky-Cade et al., 2004].
Data processing of the count rates from both versions of the instrument provides complete electron and ion
energy spectra recorded every second for energies between 30 eV and 30 keV in 19 logarithmically spaced
bins. We only use spectra poleward of |45°] MLAT to ensure that the SSJ instruments are pointed near the
local zenith, which is inside the bounce loss cone at DMSP orbital altitudes above |45°| MLAT, thus sampling
the Earthward streaming particles. In this high-latitude region, the spatial resolution of the precipitation
observations is ~0.1° in latitude. Further details of the electron precipitation data and its preparation can be
foundin Hardy et al. [2008]. In terms of the calibration of these instruments, the DMSP spacecraft each undergo
an in-flight calibration (IFC) procedure [Emery et al., 2006]. As a means of intersatellite calibration the average
IFC factor across all SSJ/4 and SSJ/5 instruments is used as a reference with which to normalize the individual
IFC factors (R. Redmon and E. Holeman, personal communication, 2015).

For this study, we process six satellite years of DMSP in situ energetic electron precipitation observations to
create a data set of more than 60 million raw spectra, at 1 s cadence in the specified high-latitude region,
from which to estimate mean patterns and EOFs. The six years are provided by DMSP satellites F6-F8 during
1987 and F16—-F18 during 2010. The choice of temporal coverage was driven by two factors: (1) DMSP orbital
planes that spanned most magnetic local time sectors and (2) sufficiently broad levels of geomagnetic activity
to capture the different modes of variability. Figures 1a—1d show the spatial coverage in both hemispheres
by these two sets of satellites in altitude-adjusted corrected geomagnetic (AACGM) coordinates [Baker and
Wing, 1989].

We analyzed solar activity data (F,,; and sunspot number, Figures 1e and 1f, respectively) and geomagnetic
indices (Kp and AE, Figures 1g and 1h, respectively) from NASA OMNIWeb for 1987 and 2010. Figures 1e-1h
show that while the F,,;, index is quite similar for 1987 and 2010, the sunspot number and level of geo-
magnetic activity are considerably higher for 1987. Dashed blue and red lines, respectively, show yearly
quartiles in 1987 and 2010 in Figures Te—1h. The data spread is greater in 1987 than 2010 for all parameters,
indicating more large storms and deeper quiet periods in 1987. To reduce ionospheric preconditioning
complications from generally heightened solar background, we chose data from near solar minimum
(Sunspot Index and Long-term Solar Observations data/image, Royal Observatory of Belgium, Brussels,
http://www.sidc.be/silso) which correspond to periods of low-to-moderate solar activity. A likely difference
between these data and solar maximum data is the peak values in the mean conductance patterns, given the
level of solar irradiance.

In order to represent the primary modes of variability in a single set of EOFs, we do not bin the observations
by geomagnetic activity. This choice was governed by our primary objective, which is to create a set of EOFs
that can be used in data assimilative procedures as a compact representation of the background model error
covariance for ionospheric conductances. Moreover, this allows us to discuss the overall primary modes of
variability rather than those associated with specific levels of activity. This approach lends itself to more
general application.

We focus exclusively on the electron precipitation in this work. Proton precipitation and associated
conductivity can be significant under specific conditions and in certain locations, such as the equatorward
boundary of the auroral zone near midnight local time [Galand and Richmond, 2001]. Extending our analysis
to include protons is left as future work.

MCGRANAGHAN ET AL.

PRIMARY MODES OF CONDUCTANCE VARIABILITY 11,015


http://www.sidc.be/silso

@AG U Journal of Geophysical Research: Space Physics

10.1002/2015JA021828

(@) pmsp NH Coverage 1987
FO7

FO08
FO06

(c)

DMSP NH Coverage 2010
12

(b) bMmsP sH Coverage 1987

DMSP SH C%verage 2010

15 15 50 9
F17 F18
F18
F17
F16
F16
0
250 % 250
= (f)
200 - g 200
— £
2 2 150
‘2. -
N 150 1 5
7]
w” g 100
100 7}
1987 =88.2 — 0 -
2010=81.2 1987 = 33.(‘5; __________
50 i ; i g . 2010=16.0 SSE=51 ‘ ‘
1985 1990 1995 2000 2005 2010 2015 1985 1990 1995 2000 2005 2010 2015
Year Year
5 600
] 500
¢ E 400
¥, | &
| 300
1987 =2.0 2 1
- 200
2010=1.3 1987 = 178.0 :
1 712010 =109.0 100
o 1 1 1 1 1 0 1 1 1 1 1
1985 1990 1995 2000 2005 2010 2015 1985 1990 1995 2000 2005 2010 2015
Year Year

Figure 1. (a—d) Spatial coverage from the DMSP F6-F8 (1987) and F16-F18 (2010) satellites for EOF construction, in magnetic coordinates. Northern and
Southern Hemisphere coverage provided in (Figures 1a and 1b) 1987 and (Figures 1c and 1d) 2010. (e-h) Temporal coverage from the DMSP satellites showing
solar and geomagnetic activity comparisons in 1987 and 2010. Twenty-seven day averages from 1985 to 2012 for: (Figure 1a) F,o 7 index (solar flux unit),
(Figure 1b) sunspot number, (Figure 1c) Kp index, and (Figure 1d) AE index (nT). The median, upper, and lower quartile values are shown by the dashed lines
for 1987 (blue) and 2010 (red). The values to the left of Figures 1e—1h) represent the medians.
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2.3. GLobal AirglOW (GLOW) Model

The GLOW model is used to determine the effects due to precipitating auroral and photoelectron fluxes on
the ionosphere [Solomon et al., 1988; Solomon and Abreu, 1989; Bailey et al., 2002]. GLOW adopts a radiative
transfer method of calculating these effects and implements the two-stream electron transport code of Nagy
and Banks [1970]. Background neutral and ionized atmospheres are calculated using the Mass Spectrometer
and Incoherent Scatter Radar model [Picone et al., 2002] and International Reference lonosphere (IRI) model
[Bilitza, 1990, respectively. IRl electron density profiles are supplied to ensure stability of the electron trans-
port calculation but are subsequently replaced by the calculated electron densities below 200 km altitude.
Therefore, IRI profiles are not used in the final conductance calculations. We use the GLOW model to calculate
ionization and dissociation rate profiles, ion and electron densities, and height-resolved Pedersen and Hall
conductivities [Solomon et al., 1988]. GLOW computes ion and electron densities under the assumption of
photochemical equilibrium. The photochemical equilibrium assumption is generally good below 200 km.
Further discussion of this point is provided by Richards et al. [2010]. Calculations of the Pedersen and Hall
conductivities are performed using

4. lo+ foy o+ Te
op=—|N + N+ + (3)
7B O+1+r(2)+ 021+r(2); NO+1+r,%IO+ 1412
9de 1 1 1 1
oy == | =N, — Nox -N N, : (@)
TR Ter, 021+ré§ - Y
where
_ collisionfrequency v, 5)
X7 gyrofrequency  ,
q.B
w, = r; : (6)

X

Here g, is the magnitude of the charge of an electron, B is magnetic field strength, m, is mass, and N, is
number density. Collision frequencies are obtained from Schunk and Nagy [2009]. For this study we integrate
the conductivity profiles over 80-200 km altitude to yield ionospheric conductances. Because they are not
directly observed but are fed to the estimation procedure as observations, they are hereafter referred to
as pseudo-observations. Only conductance EOFs integrated between 80 and 200 km are presented here,
but our methods are easily applied to conductance and conductivity determination at specific altitudes and
altitude ranges.

GLOW contains a background source of ionization separate from the solar and auroral precipitation
sources: the background “nighttime” ionization. The background ionization was designed to conform to
the Thermosphere-lonosphere General Circulation Model [Roble et al., 1988] and takes into account fluxes
from the stellar background and multiple scattering of solar atomic hydrogen emissions in the geocorona
[Strobel et al., 1980]. The background ionization is small compared with that created by precipitating
particles and the effect on these results is not significant except to ensure a nonzero level of ionization, and
thus nonzero conductances, at all times.

Further details about the GLOW code can be found in Solomon et al. [1988] and McGranaghan et al. [2015].

2.4. Empirical Orthogonal Functions (EOFs) and Related Data Processing

We fit the pseudo-observations to the same spherical cap harmonics basis functions used in the assimilative
mapping of ionospheric electrodynamics procedure [Richmond and Kamide, 1988]. These basis functions are
generalized Legendre functions at high latitudes with appropriate low-latitude extensions that satisfy a zero
Laplacian requirement. We select the 50 basis functions that represent the first 50 principal modes in the
background error covariance also developed in that work. The resolution of the basis functions is roughly 2.5°.

The nonlinear regression analysis to determine each EOF is performed by minimizing the following cost
function [Matsuo et al., 2002]:

T R K 2 K
L(V) — ZZ |:Y£\r/) _ aEV)Zﬁ;((V)Xkrt] + AZlﬁkl’ (7)
tor k k
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where

v = EOF number;
Yﬁ‘t’) = vector containing R residual pseudo-observations at a location r in an EOF analysis block t;
af") = weighting factor for EOF analysis block t;

B = regression coefficient;

X+ = kth basis function evaluated at location r in an EOF analysis block t;
K = number of basis functions chosen;
K
/IZ|/3,(| = L' norm penalty term and A is the nonnegative regularization parameter.
k

(v) (v)

The process is nonlinear because the spatial coefficients, §,”, and temporal coefficients, «,’, are estimated
iteratively. An EOF “analysis block” is defined as a 1 h period over which all available DMSP observations are
accumulated and represents the resolution of the temporal modes (e.g., a).

The highly variable nature of ionospheric conductivities introduces significant stability issues in the EOF esti-
mation process. We used the Least Absolute Shrinkage and Selection Operator (LASSO) [Tibshirani, 1996]
K

regularization to handle this instability. Generally, LASSO introduces an L' norm penalty term (1Y || in

equation (7)) to the least squares estimation and therefore minimizes the sum of the squared errors é)lus the
absolute value of the regression coefficients. The tuning parameter, A, determines the amount of regulariza-
tion, where the limiting case of 1 = 0 yields the nonregularized optimization solution. LASSO regularization
is most applicable in situations where there are a moderate number of mesoscale effects, and thus LASSO is
deemed appropriate for the objectives of this study.

2
The typical scaling convention used in principal component analysis, Y. (ﬂ,((v)) =1, is applied to circumvent

the nonuniqueness of the analysis (the equations are still valid if a constant is multiplied throughout) along
with a constraint to force orthogonality:

K
Zﬂﬁ”ﬂﬁv—m =0 n=1,..,v-1. ®
k

A suitable mean, which is invariant with time, must be calculated and removed from the data before the
EOF calculations can be performed. We calculate the mean, or ) (ﬁf{o)xkﬂ) through a linear minimization
k

(0)

.= 1and the constraint on o

regression of L© in equation (7) with « ?

shown in equation (8) lifted.

The EOFs are then computed from these residual data in a sequential manner. For instance, the first EOF
depends on pseudo-observations with the mean component removed, Y(r:) = Yﬁ?) -y (ﬁ;")xm) and is

estimated using regression on equation (7). The cost function is smooth in this work and thus defining a set
number of iterations is sufficient to obtain convergence. Once an EOF is found, three steps are taken: (1) its
contribution to the pseudo-observations is removed; (2) a Gram-Schmidt orthogonalization [Demmel, 1997]
transforms the new residual set to a space orthogonal to all previous EOFs (equation (8)); and (3) equation (7)
is minimized to identify the next EOF. Orthogonality is enforced during the iterative fitting procedure. We
determine the maximum order (v) of the EOF series as those components that describe 50% of the variability
in the data, which yields v = 4 in this work. This is also the point at which the percentage variation described
by subsequent individual EOFs falls below 5% and is thus deemed an appropriate number of EOFs to analyze
in this manuscript.

To demonstrate the effect of regularization, we provide a comparison of mean Hall conductance patterns
without (Figure 2a) and with (Figure 2b) regularization. In Figure 2 (and subsequent figures below) the region
interior to the solid black curves on each polar plot delineate areas well supported by observations. Structure
outside of these lines are artifacts of the estimation procedure. Clearly the nonregularized pattern can
yield nonphysical negative conductances (note the different color axes limits) where the estimation is not
constrained. These can then inappropriately influence estimation even within the observational bounds. The
LASSO regularization successfully stabilizes the estimation while still capturing the important geophysical

MCGRANAGHAN ET AL.

PRIMARY MODES OF CONDUCTANCE VARIABILITY 11,018



@AG U Journal of Geophysical Research: Space Physics 10.1002/2015JA021828

(@ (b)

EH Mean without L?ZSSO Regularization 6 EH Mean with LASIZSO Regularization 6
4 4

12 2

06| 10 06| 10

{2 -2

-4 -4

00 ) [S1H ¢ 00 / [S]1™ ¢

Figure 2. Mean Hall conductance patterns. (a) Without regularization and (b) with LASSO regularization.

features present in the nonregularized result (primarily the auroral oval structure). The LASSO slightly mutes
some features, which results from regularization in general.

The DMSP conductance pseudo-observations require additional processing prior to being used in this
estimation. They were averaged over 60 s (roughly 4° MLAT) to produce ~22 averaged pseudo-observations
from each of the ~28 daily polar passes. After accounting for missing data in the DMSP databases, we
processed roughly 40,000 high-latitude passes, resulting in over a million pseudo-observations (~60 million
1 s spectra each providing one pseudo-observation, which are averaged over 60 s) with fairly even seasonal
distribution. Data processed in this manner yield variability on mesoscale and global scale.

We provide Figure 3 to detail the observational characteristics. Figure 3a shows the distribution of data
counts in the Northern and Southern Hemispheres during the 24 month period of interest, including
the 60 s averaged pseudo-observations resolved on an equal-area grid for easy visual interpretation. In
estimating the EOFs we use the pseudo-observations at their actual geomagnetic coordinates. We assumed
hemispheric conjugacy in order to provide sufficient data coverage in MLAT and MLT. Despite the conjugacy
assumption, Figure 3 shows that the magnetic local time coverage of the F6-F8 and F16-F18 satellites
is not complete, lacking pseudo-observations in the low latitudes in premidnight to postmidnight and
postnoon local time sectors. These data gaps can create estimation instability in the EOF regression
procedure and are further motivation for the use of regularization. Figures 3b and 3c show bin-averaged Hall
and Pedersen conductances, respectively, in units of Siemens.

In this analysis we use the term “analysis block,” defined by t in equation (7), to refer to the 1 h time step for
the EOF process. Note these analysis blocks, hereafter simply blocks, are different than a DMSP orbit over the
high-latitude region. EOF blocks have a set start and end time and contain all pseudo-observations available
during that period (see Figure 4e and explanation below). This choice provides a short enough window to
capture the mesoscale and global-scale time variations in the data and a long enough window for sufficient
data coverage to constrain the fits. One a from equation (7) is estimated for each block, while the EOFs are time
invariant. Each 1 h block contained roughly 79 sixty second averaged pseudo-observations, and we processed
~14,000 hourly blocks over the course of 1987 and 2010.

Since our primary interest is the conductance variability due to precipitating particles, which is the more
unsteady and uncertain component of ionospheric conductance [Reiff, 1984; Knipp, 1989; Brekke and Moen,
1993; Germany et al., 1994], we excluded the solar ionization component from the GLOW calculations.
Although solar ionization is excluded, the general level of solar activity impacts the GLOW model through
the F,,; and Ap dependence of the background neutral and ionized atmospheres. In section 4 we discuss a
different approach to treat solar and auroral conductance components simultaneously.

Figure 4 provides a step-by-step overview of the data and methods used in this work. In Figure 4a we show
a single Northern Hemisphere pass of the DMSP F16 satellite in AACGM coordinates on 15 January 2010,
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25

Figure 3. (a) Conductance observation density, (b) Hall conductance means, and (c) Pedersen conductance means in
equal-area grids for the complete set of 60 s averaged, Northern and Southern Hemisphere pseudo-observations.
Conductances means are shown in units of Siemens (S). The pseudo-observations in these bin averages are the
complete data set after averaging the raw spectra, precipitated through the GLOW model.

a day used in the creation of the EOFs. Superimposed on the dusk-to-dawn satellite track are the total
electron energy fluxes calculated at a 1 s cadence from the SSJ/5 instrument observations. On this very quiet
day (average Kp = 1) there are only small enhancements in the auroral zones, which are confined to high
MLATSs. Figure 4b shows a sample electron energy flux spectrum observed at 80° MLAT and 14 MLT during
the pass in Figure 4a. Spectra like this are calculated from SSJ observations at a 1 s cadence and are used as
input to the GLOW model, resulting in conductivity profiles for that time and location. Figure 4c shows the
GLOW Hall and Pedersen conductivities for this spectrum. The Hall conductivity peaks near 110 km, while the
Pedersen profile has a smaller peak closer to 120 km. Each profile shows significant vertical structure.

Figure 4d gives the Hall (in blue) and Pedersen (in red) conductances along the satellite track shown
in Figure 4a. The markers represent the conductances calculated at the same 1 s cadence of the SSJ/5
instrument (each marker is an altitude-integrated conductance calculated from an energetic electron
spectrum (Figure 4b) and its corresponding conductivity profile (Figure 4c), and these conductances are the
pseudo-observations introduced above. The dashed lines represent the 60 s smoothed averages used to drive
the EOF estimation process. The conductances, even during a quiet period, are highly dynamic and introduce
significant stability issues in the EOF estimation without smoothing.

Finally, Figure 4e shows how this information is used to estimate EOFs. We accumulate pseudo-observations
over a 1 h estimation time step (an EOF block), corresponding to the time resolution of the EOF temporal
coefficients, from all available satellites and from both hemispheres. Figure 4e shows the available
pseudo-observations during the first hour on 15 January 2010, which captures the first half of the F16 orbit
from Figure 4a. Data from a single block are used to estimate a single a coefficient while all data are used to
estimate f coefficients.
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Figure 4. Overview of the observations and processing prior to EOF estimation. (a) DMSP F16 satellite Northern Hemisphere orbit on 15 January 2010 shown
looking down on the North Pole with the Sun off to the top of the figure. Superimposed on the altitude-adjusted corrected geomagnetic MLAT and MLT

coordinates are the total electron energy fluxes (m W m~

2) which are calculated at a 1 s cadence from DMSP observations. (b) Sample electron energy flux

spectrum (eV cm~2 ster™! 571 AeV~") observed during the F16 pass shown in Figure 4a). These spectra are also obtained at a 1 s cadence. (c) Hall (red) and
Pedersen (blue) conductivities (S/m) calculated from the spectrum shown in Figure 4b using the GLOW model as detailed in the text. (d) Hall (red) and Pedersen
(blue) conductances (S) (integrated between 80 and 200 km) along the F16 pass shown in Figure 4a. The dots represent the values calculated at the 1 s cadence
of DMSP measurements and the dashed lines represent the 60 s averages used for EOF estimation. () The accumulation of observations that contains the F16
pass shown in Figure 4a for EOF temporal mode estimation using a 1 h analysis time step (one EOF block is shown). Observations are accumulated from all the
DMSP satellites available on this date and in this 1 h time window and include observations from both hemispheres.

3. Results

Figure 5 shows the mean and first four EOFs for the Hall (a—e) and Pedersen (f-j) conductances. We limit our
discussion to areas with observational support. The maximum and minimum values for the mean of each
conductance are in units of Siemens (S). Each EOF pattern is shown on a scale of —0.5 to 0.5. The EOF signs
are arbitrary since their contribution can be either added to or subtracted from the mean pattern. Hereafter,
we will denote Hall and Pedersen EOFs as HEOF and PEOF, respectively.

The mean Hall and Pedersen conductance patterns (Figures 5a and 5f) capture ~60% of the variability and
the general quiet time auroral features shown in the conductance maps in Plates 3a and 4a of Fuller-Rowell
and Evans [1987], Figure 2 of Newell et al. [1996a], and Plates 10 and 12 of Ridley et al. [2004]. The patterns are
generally consistent with precipitation of eastward convecting plasmasheet electrons in the postmidnight
MLTs, which in turn, produce a broad crescent-shaped region of diffuse auroral electron precipitation as shown
in Hardy et al. [1987] and Figure 5 of Newell et al. [2009]. This diffuse electron precipitation is the dominant
contributor to the global precipitation budget [Winningham et al., 1975; Newell et al., 2009].
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Figure 5. EOF results for the Hall and Pedersen conductances. Mean and first four EOFs for (a—e) Hall and (f-j) Pedersen conductances, in magnetic
coordinates. The low-latitude limit on all polar plots is 50° and dashed lines are plotted at 10° increments up to 80°. The solid black curves indicate
the boundaries of observational support. (k) Percent of the total variation in the total pseudo-observations captured by the first eight EOFs for the Hall
(blue) and Pedersen (red) conductances. The first four EOFs capture 52.9% and 50.1% of the total variation for the Hall and Pedersen conductances,
respectively. EOFs 5-8 describe an additional 10% for each conductance.

The patterns in HEOF1 and PEOF1, constituting ~33.7 and 29.3% of the variation, respectively, have a similar
pattern to the large-scale mean conductance and likely represent a strengthening and weakening of the
large-scale, quasi-permanent conductances from variability of electron precipitation in magnetic local time
[Newell et al., 2009; McIntosh and Anderson, 2014].

HEOF2 (~10.2% of the overall variability) and PEOF2 (~11.8%) show an enhancement region equatorward of
the location of EOF1 patterns which is most likely representative of an expansion of the auroral zone brought
on by electron precipitation tied to geomagnetic activity. The enhanced component centered at midnight
local time, expands beyond dusk in the westward direction and beyond dawn eastward, and remains
relatively constant in latitudinal width and location, occupying latitudes between 60 and 70°. These
features are characteristic of general equatorward expansion of the auroral oval with geomagnetic activity
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[Hardy, 1985; Hardy et al., 1987; Fuller-Rowell and Evans, 1987; Lummerzheim et al., 1991]. There are subtle
differences in the dawnside and duskside patterns. The dawnside enhanced region extends slightly further
toward noon local time, but remains centered at roughly 65° MLAT. On the other hand, the duskside features
subside just past 1800 MLT and show a slight trend toward higher MLATs with decreasing MLT, reaching
~70° MLAT at dusk. Finally, there is a region of opposite sign at polar latitudes extending throughout the
entire dawnside.

HEOF3 and PEOFS3 signify ~5% of the variability and both exhibit two strong features with opposite sense
surrounding the midnight meridian. The premidnight component is broader in latitude, extending from ~65°
to greater than 75° MLAT and covering roughly 3 h in local time. The postmidnight signature is more confined
in latitude and is opposite in sign. These signatures are consistent with modulation of electron precipitation
associated with the divergence of the cross-magnetotail current into the ionosphere during auroral sub-
storms, or the substorm current wedge (SCW) [McPherron et al., 1973; Pytte et al., 1976; Elphinstone et al., 1996;
Gjerloev and Hoffman, 2002; Kepko et al., 2014].

EOF4s exhibit a dominant signature in the midnight-to-postmidnight local time sector, span roughly 3 h MLT
at 70° MLAT, and capture ~4% of the variability. The features in Figures 5e and 5j are smaller in scale, and likely
represent a substorm recovery mode.

To ensure the efficacy of our EOF patterns, we carried out a bootstrap estimation procedure in which 40
different sets of EOFs were estimated from 40 different randomly selected subsets, comprising 2500 blocks, or
roughly 200,000 pseudo-observations. Although not shown here, we find that the first two EOFs were largely
invariant between each run, while the next two EOFs exhibited similar features, though not always in the
same order, and some subsets contained different features in the higher orders. These results indicate that
our estimation procedure is robust to the number of pseudo-observations used.

Figure 5k shows the percentage of the overall variation in the conductance pseudo-observations, 22, that is
captured by EOFs 1-8 for Hall (blue markers) and Pedersen (red markers) conductances. We show the percent-
age variation captured by EOFs 5-8, for which the spatial patterns are not provided, to illustrate that these
higher-order EOFs capture an increasingly small percentage of the overall variation in the data. The amount
of variability is represented by the percent reduction in the cost function (equation (7)) when the contribu-
tion from each EOF is subtracted from the residual observations (i.e., the sum of the squared distance from
the mean). The first four EOFs capture 52.9% and 50.1% for the Hall and Pedersen conductance variability,
respectively. EOFs 5-8 describe an additional 10% for each conductance.

To explore the possible drivers of the dominant modes of variability represented by the EOFs in Figures 5b-5e
and 5g-5j, we correlated the temporal modes, or the time series of coefficients of each EOF («,) which
represent the strength of each EOF at a given time period, with the corresponding time series of various solar
wind parameters and solar and geomagnetic indices. We computed correlations for solar wind parameters
(speed, pressure, density, and magnetic field components in geocentric solar magnetic (GSM) coordinates),
geomagnetic indices (auroral electrojet indices (AE, AU, and AL), SuperMAG indices (auroral electrojets: SME,
SMU, and SML and ring current: SMR) [Newell and Gjerloev, 2011a, 2012], planetary index (Kp), polar cap
index (PC), and disturbance storm time index (Dst)), and specialized coupling functions (the interplanetary
electric field (E, = —Vq,y X B; gsw), the Borovsky coupling function (CF) [Borovsky, 2013], and the Newell CF
[Newell et al., 2007]).

Some aspects of the correlations are noteworthy:

1. Since indices represent imperfect proxies for ionospheric phenomena, which themselves often respond in
a nonlinear manner to many different drivers, we are encouraged by the fact that several of the correlation
coefficients between the indices and higher-order EOFs are greater than 0.5.

2.The more localized the EOF features, the less likely they are to be correlated with the parameters. This
is why correlations generally decrease for higher-order EOFs [Matsuo et al., 2002; Cousins et al., 2013al].
Thus, low correlations do not necessarily mean a relationship does not exist. Alternatively, high correlations
demonstrate a relationship exists but do not necessarily provide information about causation.

3. EOFs are not necessarily organized according to physical cause. They capture the direction of most variability
in the data subject to the constraint that it is orthogonal to each previous, more prominent, direction of
variability, and irrespective of the correlation with physical drivers [Cosgrove et al., 2014].

MCGRANAGHAN ET AL.

PRIMARY MODES OF CONDUCTANCE VARIABILITY 11,023



@AG U Journal of Geophysical Research: Space Physics 10.1002/2015JA021828

Table 1. Properties of Hall and Pedersen EOFs?

EOF

1 2 3 4

Mode Strengthening/Weakening Auroral Zone Broadening Substorm Current Wedge Recovery/Small-Scale Features

Contribution to Zﬁ
Top correlation
Second correlation

Third correlation

Contribution to X2
Top correlation
Second correlation

Third correlation

Properties of the First Four Hall EOFs

33.67 10.20 533 3.72
AE/PC: 0.60 AE:0.72 SME/SMU: 0.17 SME: 0.21
AL: -0.57 AL: —0.69 AL/SML: —0.15 SML: —-0.20
SME/Kp: 0.57 AU: 0.66 AE:0.14 SMR:-0.19
Properties of the First Four Pedersen EOFs
29.30 11.80 5.51 3.49
PC:0.56 AE:0.78 SMU: 0.16 Kp:0.22
Kp: 0.54 AL: —0.74 SME: 0.14 AU/Dst: 0.21/-0.21
AE:0.54 AU:0.73 SML/Newell: —0.11/0.11 PSW:0.20

aCorrelation coefficients are given for the three parameters that correlate most strongly with the EOFs. Correlations are based on a Pearson linear

product-moment calculation.

Table 1 displays the top three correlations and the percentage variation described for each EOF shown in
Figure 5 as well as our geophysical interpretation. The HEOF1 and PEOF1 temporal coefficients exhibit corre-
lation magnitudes around 0.55 with the high-latitude magnetic indices. Though not tabulated, both Hall and
Pedersen conductances correlate well with the Borovsky and Newell CFs (~0.45).

The HEOF2 and PEOF2 temporal modes are even more strongly correlated with the auroral electrojet indices
than EOF1. Further, both conductances also exhibit stronger positive correlations with the Newell and
Borovsky CFs (> 0.5) and strong negative correlations (~—0.6) with the ring current indices (Dst and SMR),
which decrease with increasing geomagnetic activity.

The EOF3 temporal modes are most strongly correlated the auroral electrojet indices, though the correlations
are reduced from EOFs 1 and 2 (correlations between 0.1 and 0.2). The Newell CF, PC, and Dst/SMR indices
exhibit similar magnitude correlations.

The spatial distribution and correlations associated with the third EOFs suggest a connection to substorm
activity, which we examined further by recomputing correlations for each EOF3 after thresholding the
values of the SuperMAG equivalent of the AL index, the SML index, to be less than —150 nT. In so doing, the
correlations between EOF3 and the SuperMAG auroral electrojet indices increased by a small amount (~7%).

We also examined the magnitude of a, coefficients for HEOF3 and PEOF3 during periods of substorms. Larger
|a;|s indicate the pattern is stronger at a given time. To identify substorm times, we used the SuperMAG
substorm event database which gives the time of substorm expansion phase onsets as observed by the SML
index [Newell and Gjerloev, 2011a, 2011b]. During substorm periods the median alpha coefficients for the
HEOF3 was notably enhanced over the median calculated over all coefficients (for HEOF3: 4.5 in 1987 and 5.5
in 2010 versus 2.0 for all as). In contrast, the PEOF3 median values showed little response (2.1 in 1987 and
2.8in 2010 versus 2.4 for all alphas), consistent with smaller Pedersen conductance response to substorms
[Gjerloev and Hoffman, 2002].

The temporal modes of HEOF4 and PEOF4 correlate with the SuperMAG auroral electrojet, Kp, and Dst indices.
The patterns as shown are negative in the dominant feature near midnight LT (blue features), meaning that
conductance diminishes as geomagnetic activity subsides.

4, Discussion

In this section we explore the geophysical interpretation of each EOF in more depth and outline the important
paths for future work.

EOF 1: HEOF1 and PEOFT1 are likely predominantly representative of central plasma sheet (CPS) precipitation
which is a relatively stable feature in terms of ionospheric precipitation, varying primarily in terms of latitude
and intensity with geomagnetic activity [Winningham et al., 1975; Newell et al., 2009; Thorne et al., 2010].
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Electrons from the CPS have been directly associated with diffuse precipitation into the ionosphere
[Sandford, 1968]. Hardy et al. [1987] connected the diffuse precipitation to increases in ionospheric conductiv-
ity,and Thorne et al. [2010] showed that resonant scattering of electrons by chorus band waves are a dominant
source of diffuse precipitation. The locations of resonantly scattered electrons shown by Thorne et al. [2010]
(their Figure 2) and the conductance maps created by Hardy et al. [1987] (their Plate 1 for Hall and Plate 2
for Pedersen conductances) are both consistent with our EOF1 patterns. An especially striking relationship
exists between our results and Figure 2a of Thorne et al. [2010], which shows the diffuse auroral emissions
captured by Polar lonospheric X ray Imaging Experiment (PIXIE) measurements and demonstrates the
enhancement as a function of the Kp index. We found a similar relationship between EOF1 and Kp as shown
by the positive correlation in Table 1.

EOF 2: In contrast to the CPS source of diffuse electron precipitation, the boundary plasma sheet (BPS)
is marked by accelerated electron precipitation and is much more variable, displaying more dependence
on geomagnetic activity and leading to more structured, and in certain situations, localized ionospheric
signatures [Winningham et al., 1975; Newell et al., 1996b]. EOFs 2 are suggestive of conductances driven by
structured precipitation originating in the BPS.

HEOF2 and PEOF2 likely capture the conductance signatures of electron precipitation associated with
magnetospheric convection. The temporal modes for these spatial patterns correlate well with the auroral
electrojet indices (~0.7-0.8), Kp and PC (0.6), the Newell and Borovsky CFs (~0.5-0.6), and several other
geoeffective parameters (>0.5). The most prominent feature (Figures 5c and 5h) is an equatorward expansion
of the auroral zone represented by the positive conductance region between 60° and 70° latitude and
extending from predusk to midnight and to postdawn from midnight. Kamide and Kokubun [1996] showed
that this convection-driven component of the auroral electrojets is dominated by high conductivity.
Therefore, as activity increases and the auroral zone broadens latitudinally due to increased electron
precipitation a corresponding increase in the conductance occurs. Stronger conductances permit stronger
electrojets to flow, and we accordingly found large correlations between these patterns and the auroral
electrojet indices. The auroral electrojet index correlations are stronger for EOF2 than EOF1, which suggests
that the EOF2 patterns are more strongly associated with geomagnetic activity and with accelerated electron
precipitation, while those in EOF1 are created by diffuse precipitation, though further investigation is needed.

Our EOF2s indicate a relationship with field-aligned currents (FACs), especially given that the magnetospheric
convection component of the auroral electrojets has been linked to enhancements of the DP-2 FAC system
[Clauer and Kamide, 1985]. FACs are carried by the inflow and outflow of ionospheric electrons, and
conductivity changes are expected to be closely related. Figure 6a shows the large-scale Region-1/2 FACs
during moderate (left) and strong (right) geomagnetic activity (reproduced from liima and Potemra [1978]).
The component out of the ionosphere (shown by the white bars) represents electrons precipitating in and
causes conductance enhancements. The white bars in Figure 6 and our second EOFs are generally consistent
in terms of MLAT and MLT. We additionally see general agreement between our high-latitude negative
conductance feature extending throughout dawnside LTs and the downward Region 1 FAC (shown by black
bars and carried by electrons moving away from the ionosphere). The absence of a similar duskside feature for
the low-latitude FACs could be a result of the regularization process suppressing these lower-latitude features.
A correspondence between our results and large-scale Region-1/2 FACs [lijima and Potemra, 1978] speaks to
the importance of this study given that the goal is to aid in ionospheric data assimilation, in which FACs are a
crucial component.

EOF 3: HEOF3 and PEOF3 suggest electron precipitation associated with the SCW [McPherron et al., 1973; Pytte
et al., 1976; Elphinstone et al., 1996; Gjerloev and Hoffman, 2002; Kepko et al., 2014]. The local time extent of
the pre-midnight and post-midnight features in Figures 5d and i is in general agreement with the 6 h local
time (90°) width of the SCW specified in phenomenological sense by Gjerloev et al. [2007]. Kepko et al. [2014]
conducted an extensive study of the SCW, including historical information, and concluded that the large-scale
organization of this feature originally identified by McPherron et al. [1973] remains valid. In this picture, the
western edge of the wedge is collocated with a region of intense upward field-aligned current (downward
electron precipitation) that is the westward edge of the westward traveling surge. Sergeev et al. [1996]
presented several case studies of optical auroral images associated with the SCW and concluded that the
western bulge region is the area of brightest auroral luminosity, and it is generally accepted that the auroral
bulge is the region of bright, expanding auroras associated with substorm onset. The brighter regions in
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Figure 6. Reproduced figures showing the following: (a) large-scale Region-1/2 FACs during moderate (left) and high (right) geomagnetic activity (from lijima
and Potemra [1978]) and (b) generic isolated substorm aurora features (from Kepko et al. [2014]).

optical images are caused by electron precipitation which in turn cause conductance enhancements, and
indeed Kamide et al. [1996] showed that the ionospheric electrojets in this premidnight SCW location are
carried by enhanced conductances. These enhancements are realized in the premidnight signatures in both
HEOF3 and PEOF3. Alternatively, Kamide et al. [1996] found that the postmidnight electrojets associated
with the SCW were carried by a strong electric field, rather than enhanced conductances. Davies and Lester
[1998] found a tendency in regions of moderate to strong electric field values, such as those produced in
the postmidnight sector during substorms, for enhancements in the electric field to be accompanied by
decreases in ionospheric conductances. We correspondingly find less pronounced and negative features in
the postmidnight LT location.

The strongest auroral luminosities in the SCW signature have been shown to occur during substorm onset
[Gjerloev and Hoffman, 2002], consistent with the premidnight signatures captured in the third EOFs. Though
the latitudinal agreement is not perfect (note Gjerloev and Hoffman [2002] used optical images to conduct
their statistical analysis of substorm onset and limited their event database through several criterion), the
statistical location of onset found in that study (their Figure 6) is in remarkable agreement with the
premidnight enhancement shown in our Figures 5d and 5i.

The SCW interpretation of EOF3 is supported by correlations with auroral electrojet indices and the Newell
CF, through increased correlations when only periods of AL < —150 nT were included (a common criteria for
substorm occurrence), and by enhanced temporal modes (e.g., larger as) during periods of substorm onset as
identified from SuperMAG data.

Although our EOFs, which represent averaged features, do not capture the many complexities and high
variability associated with the SCW, they successfully describe the fundamental and averaged picture. Our
results demonstrate that, although the MLT distribution of auroral onsets is wide, the MLT location of the SCW
is quite stable and occurs primarily in the 2300 location, which is in close agreement with the findings of
Frey et al. [2004] and Clausen et al. [2013]. Figure 6b shows the characteristics of a generic substorm aurora
and is reproduced here from Kepko et al. [2014] (following from the work of Fujii et al. [1994] and Gjerloev and
Hoffman [2002]). The SCW is fed by electron precipitation into the ionosphere (upward FACs) within the auroral
bulge premidnight, while a region of mixed upward and downward FACs postmidnight contributes to more
tenuous conductances. This agrees with our results.

Further, we know that the temporal evolution of substorms is highly variable and can be as short as a few
minutes or as long as several hours [Pellinen et al., 1994]. Thus, EOFs may not describe features that commonly
translate and rotate in spatiotemporal space, which is common to substorm events and their ionospheric
projections [Provan et al., 2004]. Despite these complications, we believe these EOFs are capturing basic
substorm phenomena.

EOF 4: Both HEOF4 and PEOF4 are suggestive of the substorm recovery during which the ionosphere is
returning to a predisturbed state. Thus, the prominent feature at midnight to postmidnight LTs is proba-
bly associated with a different phase of the auroral substorm than the features shown in EOF3. The fact
that a recovery mode is represented as primary in these results is significant given the relative lack of
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attention substorm recovery has received in comparison to substorm growth and expansion [Opgenoorth
et al., 1994]. Consistent with recovery, conductance decreases should exhibit a correlation with geomagnetic
activity indicators. The correlations of EOF4 with the SME, Kp, and Dst indices indicate this is so. Although
the correlations show appropriate trends, the geophysical interpretation of such higher-order EOFs is com-
plicated by the orthogonality constraint. Additionally, these higher-order modes capture increasingly smaller
amounts of the variability in the data (specifically between 3.7% and 3.5% for HEOF4 and PEOF4, respectively).
There are small-scale features apparent throughout the high-latitude regime, which become ubiquitous as
the EOF order increases. This is a well-known feature of EOF analysis. Despite the diminishing size of the spatial
features, these and even higher-order EOFs are likely still geophysically significant and thus important for the
purposes of error covariance creation.

Notably absent from EOFs 1-4 is a dayside cusp signature. There are two reasons for this (1) highly variable
geomagnetic location of the cusp [Zhou et al., 2000] and (2) hemisphere-dependent response of the cusp
location to the interplanetary magnetic field (IMF) B, component. The first explanation corresponds to a
weaker cusp signal in any one geomagnetic location over the course of the analysis and thus does not produce
a strong response mode overall (hence it does not appear in EOFs 1-4). However, several features in
higher-order EOFs are suggestive of cusp influence. The second explanation alludes to the fact that the
Northern and Southern Hemisphere cusps shift oppositely in MLT in response to IMF B,. These shifts
essentially counteract in our results due to the assumption of observation conjugacy.

Although this study examines height-integrated conductances, we point out that the analysis shown in
Figures 4b and 4c yields three-dimensional conductivity information and therefore permits future extension
to three-dimensional study, which we will explore in a follow-on paper.

Future Work: There are five paths for future work to further constrain the estimation process:
(1) determination of the sensitivity of the EOF analysis to a particular data set and regularization technique,
(2) introduction of additional pseudo-observations (conductance information), (3) inclusion of ion precipita-
tion, (4) addition of solar-induced conductance, and (5) consideration of observational errors. Items 1 and 2
can be addressed in the near term. The work of Nicolls et al. [2014] details additional promising regularization
techniques. Additional conductance pseudo-observations may be obtained from the Fast Auroral SnapshoT
Explorer (FAST) particle precipitation database [Carlson et al., 2001] and electron density profiles from the
Constellation Observing System for Meteorology, lonosphere, and Climate [Schreiner et al., 2007; Lei et al.,
20071. Conductance EOF results obtained solely from FAST pseudo-observations will be presented in a
future paper.

Items 3 and 4 are midterm efforts. Proton precipitation can be significant under certain conditions and at
specific locations [Galand and Richmond, 2001]. Further, we have not investigated the conductance variability
due to solar EUV. The solar-induced conductance gradient across the day-night terminator causes significant
estimation issues with the procedure used here. A solution is complicated by the nonlinear nature of the
conductance calculations in equations (3) and (4) which precludes a simple linear addition of the solar and
particle precipitation conductance components, however, using locally supported wavelets [Kozelov et al.,
2008] as basis functions in the estimation process offers a potential solution.

Regarding item 5, ongoing efforts at the National Geophysical Data Center [Redmon et al., 2015] in cooperation
with several universities will yield reliable estimates of observational uncertainties for the DMSP satellites.
However, this is a long-term effort.

There are two applications in which these EOFs can be used to study specific events. In the first instance,
one can reconstruct auroral conductance patterns during quiet and storm times through evaluation of
equations (1) and (2) and construct a model based on EOFs as has been demonstrated for thermospheric
neutral density by Lei et al. [2012] and for Poynting flux by Cosgrove et al. [2014]. In the second, these
EOFs can be combined with event-specific observations and an optimal interpolation scheme to yield
conductance maps for specific events, in the same way that Matsuo et al. [2005] and Cousins et al. [2013b]
performed adaptive estimation of the EOF temporal modes of the ionospheric electrostatic potential.
However, these applications are beyond the scope of this paper. We will specifically explore the second
application in a follow-on publication.
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5. Conclusions

EOFs have provided significant value to the atmospheric and space sciences [Hannachi et al., 2007]. We
have applied this technique to quantify the extent and nature of ionospheric conductance variance for the
first time. This work represents the first application of principal component analysis to satellite particle
precipitation data and, to date, the only characterization of the dominant modes of auroral variability and their
relationship to drivers free of an assumption about the incident electron energy spectra. We investigate the
auroral variability by directly ingesting in situ satellite measurements of high-latitude electron precipitation
to the GLOW model to produce conductance pseudo-observations. We interpret the mean patterns to
represent the general quiet time auroral features seen in previous statistical studies of the conductances.

Pedersen and Hall EOFs 1-4 described ~50% of the total variation in the conductance pseudo-observations.
HEOF1 and PEOF1 represent intensifications of the quiet time auroral zone and can be attributed to
strengthening/weakening of the diffuse precipitation-induced conductances. The hallmark of the EOF1
patterns is an extended latitudinal and longitudinal variability of the main features of the average patterns
(Figures 5a and 5f). EOF2 and EOF3 likely represent two distinct components of the auroral electrojets
as suggested by Baumjohann [1982] and later expanded upon by Kamide et al. [1996] and Kamide and
Kokubun [1996]. In this interpretation EOF2 would be associated with general magnetospheric convection
during southward IMF and EOF3 would be associated with the premidnight westward electrojet surge and
substorm current wedge. EOF4 represents a substorm recovery mode, an important finding in light of the fact
that substorm recovery has historically received less treatment than substorm growth and recovery phases
[Opgenoorth et al., 1994].

We have interpreted the EOFs geophysically, and find that the EOF estimation successfully captures the
primary modes of variability of the Pedersen and Hall conductances reported in many previous studies within
areas supported by observations, a finding that gives credence to the statistical method. We explored the
possible drivers of the dominant modes of variability represented by these EOFs through correlations of the
attendant temporal modes with the corresponding time series of solar wind parameters, geomagnetic indices,
and specialized activity proxies. Based on the spatial patterns and temporal mode correlations, we suggest
that the first four modes of conductance variations are associated with diffuse and structured precipitation,
field-aligned currents, and substorm phenomena.

Thus, we have established a fundamental observational-based picture of the ionospheric conductance
variability that allows us to overcome assumptions that have influenced, and in many ways limited, conduc-
tance estimation and understanding for the past three decades. To our knowledge, no such picture of the
primary modes of variability has been created before. Because clear signatures of magnetosphere-ionosphere
(MI) coupling processes are present in the primary modes of variability, we suggest that an error covariance
model built from these EOFs will allow better representation of MI coupling in global ionospheric and
magnetospheric models. This emphasizes the importance of this work and that to follow.

Future work will introduce and assimilate new sources of conductance data to produce a single set of EOF
patterns for the Pedersen and Hall conductances from multiple sources with associated realistic uncertainties.
Ultimately, our results will be used to create a model error covariance for ionospheric conductance that is
based on observations. This work forges a path for reconstructing conductance maps during both quiet and
storm time. In a subsequent paper we show in a weeklong event study that the EOF analysis is superior
to other approaches for estimating full-coverage, high-latitude conductance maps. We will also apply the
estimation process detailed in this study to discrete altitude levels to obtain knowledge of Pedersen and
Hall conductivities thus supporting new conductivity modeling efforts needed for the next generation of
assimilative ionospheric models.
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